ABSTRACT
The MRI reconstruction field lacked a proper data set that allowed for reproducible results on real raw data (i.e. complex-valued), especially when it comes to deep learning (DL) methods as this kind of approaches require much more data than classical Compressed Sensing (CS) reconstruction. This lack is now filled by the fastMRI data set, and it is needed to evaluate recent DL models on this benchmark. Besides, these networks are written in different frameworks and repositories (if publicly available), it is therefore needed to have a common tool, publicly available, allowing a reproducible benchmark of the different methods and ease of building new models. We provide such a tool that allows the benchmark of different reconstruction deep learning models.
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1. INTRODUCTION
The lack of a universal benchmark dataset for magnetic resonance imaging (MRI) reconstruction was recently filled by the fastMRI dataset published this year [1]. A lot of approaches solving MRI reconstruction using neural networks were not tested against this new dataset [2, 3, 4]. This work provides results of these approaches in the single-coil part of the fastMRI data set and a code that allows reproducible results, easy benchmarking and is a base to build other similar networks: fastmri-reproducible-benchmark1. This code is primarily written in Keras [5], but also has undocumented PyTorch [6] versions of some networks.

Other works have featured benchmarks of several deep learning (DL) models for MRI reconstruction, but had some drawbacks. For RefineGAN [7] for example, the quantitative results are for real-valued data (i.e. image magnitude retrospectively under-sampled in k-space), and the qualitative results are for complex-valued data, but the dataset only features 20 volumes in total, which is pretty limited. In comparison, the fastMRI dataset features 1172 volumes in the training and validation sets. For KIKI-net [3], the public dataset used is real-valued, and the complex-valued dataset they used is proprietary. Therefore, the fastMRI data set is a unique opportunity to test different reconstruction network architectures on a real scenario, i.e. using raw complex-valued k-space measurements.

2. MODELS
Each network working directly on the k-space (all except U-Net) was trained with a final layer performing the reformatting to the fastMRI format, i.e. cropping the center part of the image and taking its modulus. Each network used the ReLU for non-linearity, a kernel size of 3 for convolutions and a stride of 1, unless specified otherwise. The weights of the convolution filters were initialized with a Glorot uniform scheme [8], as we found it gave better results. The training loss is the mean absolute error.

2.1. U-Net
The U-Net [9] was originally used to perform segmentation of biomedical images. Its introduction of skip connections for image to image neural networks makes it adapted to image denoising and dealiasing as well. Because of that, it is often used as a baseline for neural-network-based image reconstruction, be it Computed Tomography (CT) [10] or MRI [7]. Its input is the zero-filled reconstruction of the under-sampled k-space.

The U-net had 3 skip connections, before and after each skip connection, 2 convolutional blocks were applied. The number of filters were respectively 16, 32, 64 and 128 for the bottom convolutional blocks. Two final convolutional blocks were used, one with 4 filters and the last one with 2 (corresponding to real and imaginary parts) without a non-linearity and a kernel size of 1.
The common backbone between the Cascade net, the KIKI-net and the PD-net. US mask stands for under-sampling mask. DC stands for data consistency. (I)FFT stands for (Inverse) Fast Fourier Transform. It is to be noted that in the case of PD-net, the data consistency step is not performed, the Fourier operators are performed with the original under-sampling mask, and a buffer is concatenated along with the current iteration to allow for some memory between iterations and learn the acceleration (in the k-space net -dual net- it is also concatenated with original k-space input). In the case of the Cascade net, $N_{k,d} = 0$, only the data consistency is performed in the k-space. In the case of the KIKI-net, there is no residual connection in the k-space.

### 2.2. Cascade net

The cascade network [4] is a network inspired by a dictionary learning approach [11]. It basically unrolls the optimisation process of the dictionary learning. It is composed of residual convolutional blocks applied in image space followed by data consistency layers that enforce k-space values recovered by the convolutions to be close (or equal in the noiseless scenario) to the original k-space measurements. This alternation between residual convolutions and data consistency layers happens 5 times. Its inputs are the zero-filled reconstruction of the under-sampled k-space, the original under-sampled k-space and the sampling mask.

Each convolutional block has 48 filters, and there are $N_{i,d} = 5$ convolutional blocks between each consecutive pair of the $N_C = 5$ data consistency layers, the last one having only 2 filters (corresponding to real and imaginary parts) without any non-linearity. The data consistency was done in a noiseless setting.

### 2.3. KIKI-net

The KIKI-net [3] is similar to the cascade net. The difference is that it adds a non-residual convolutional block to perform k-space completion. That is, after the k-space values in the sampled locations have been replaced by the original k-space measurements, a convolutional neural network (CNN) is applied. Only $N_C = 2$ data consistency layers are used in this network, but there are $N_{k,d} = N_{i,d} = 16$ convolutional blocks in the image space and the k-space, with each 48 filters, the last one having only 2 filters (corresponding to real and imaginary parts) without any non-linearity and with a kernel size of 1. The non-linearity used in this network was the leaky ReLU, because the ReLU caused the final layers of the network to be null (this is known as the dying ReLU problem [12]). The data consistency was done in a noiseless setting. The training was done iteratively to allow for a stable training. As the authors explain in the paper [3] we trained first just a K-net then a KI-net with the K-net weights fixed, then a KIK-net and finally the full KIKI-net. Without this iterative, and as we cannot use batch normalization (since we have a batch size of 1), the network is too deep to be trained end-to-end.

### 2.4. PD-net

The Learned Primal Dual (here called PD-net) was introduced by Adler et al. [10] by unrolling the Primal Dual Hybrid Gradient (PDHG) [13] optimization algorithm. Unrolling an optimization algorithm consists in chaining a certain number of the algorithm iterations and learning certain parts of it: either the linear operators, e.g. the gradients, or the nonlinear operators, e.g. the proximity ones. In this case, the network learns the nonlinear operators, which are modeled as deep residual CNN. They act both in the image and k-space domains. The transition from image to k-space is however done with the original under-sampling measurement operator (and from k-space to image with its adjoint). An important implementation detail is the fact that a buffer of previous iterations in both the primal (image domain) and the dual (k-space domain) is kept to enable the network to learn the acceleration. Although originally used for CT data, the network was tried out on MRI data with success [2].

The parameters used here are the same as the original implementation [10] ($N_C = 10$, $N_{k,d} = N_{i,d} = 3$, and 32 filters in the convolutional blocks).

### 3. EXPERIMENTAL RESULTS

#### 3.1. Data

The data used for this benchmark is the emulated single-coil k-space data of the fastMRI dataset [1], along with the corre-
sponding ground truth images. The acquisition was done with 15-channel phased array, in Cartesian 2D Turbin Spin Echo (TSE). The pulse sequences were proton-density weighting, half with fat suppression, half without. The sequence parameters are as follows: Echo train length 4, matrix size $320 \times 320$, in-plane resolution $0.5\text{mm} \times 0.5\text{mm}$, slice thickness $3\text{mm}$, no gap between slices. In total, there are 973 volumes (34,742 slices) for the training subset and 199 volumes (7135 slices) for the validation subset. The under-sampling was done retrospectively using a Cartesian mask described in the dataset paper [1], and acceleration factor of 4 (i.e. only 25% of the k-space was kept). It contains a fully-sampled region in the lower frequencies, and randomly selects lines in the higher frequencies.

For training, the networks working without pooling the images need to use a lower batch size. Here we used 1, and we also restricted the training to inner slices of the volumes as the outer parts contained very low signal. Specifically we select 8 inner slices for each volume and for each epoch we pick at random one slice of these for each step of training. The validation was done on the full volumes.

3.2. Metrics

The metrics used for evaluating the networks are as Peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM). They are computed on whole volumes, that is the dynamic range (used for the computation of PSNR and SSIM) is computed on the whole volume. The parameters used are the same as in the fastMRI paper [1].

We also give some more practical metrics: number of parameters and runtime. The number of parameters is an important metric because if the model is to be used in the real world, directly implemented in a scanner it needs to fit in memory. The runtime is also important: in case of motion artifacts, seen after the reconstruction, another acquisition might be needed. Therefore, a reconstruction time too long might increase the overall exam time and therefore the applicability of the method.

3.3. Experimental setup

The version of Python used was 3.6.8. The version Keras used was 2.3.0. The version of TensorFlow used was 1.14.0. The GPU used was a Quadro P500 with 16GB of memory.

The training was done with the same parameters for all the networks. The optimiser used was Adam [14], with a learning rate of $10^{-3}$ and default parameters of Keras ($\beta_1 = 0.9$, $\beta_2 = 0.999$, the exponential decay rates for the moment estimates). The gradient norm was clipped to 1 to avoid the exploding gradient problems [15]. The batch size was 1 (i.e. one slice) for every network except the U-Net where the whole volume was used for each step. No early stopping or learning rate schedule was used (except for KIKI-net to allow for a stable training where we used the learning rate schedule proposed by the authors in the supporting information of [3]). The number of epochs used was 300. Batch normalization was not used, however, in order to have the network learn more efficiently, a scaling of the input data was done. For the iterative training of the KIKI-net, the total number of epochs was 200. Both the k-space and the image were multiplied by $10^6$, because the k-space measurements had values of mean $10^{-7}$ (looking separately at the real and imaginary parts).

Without this scaling operation, the training proved to be impossible with bias in the convolutions and very inefficient without bias in the convolutions.

3.4. Results

3.4.1. Quantitative results

<table>
<thead>
<tr>
<th>Network</th>
<th>PSNR-mean (dB)</th>
<th>SSIM-mean (std)</th>
<th>#params</th>
<th>Runtime (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero-filled</td>
<td>29.61 (5.28)</td>
<td>0.657 (0.23)</td>
<td>0</td>
<td>0.68</td>
</tr>
<tr>
<td>KIKI-net</td>
<td>31.38 (3.02)</td>
<td>0.7124 (0.13)</td>
<td>1.25M</td>
<td>8.22</td>
</tr>
<tr>
<td>U-net</td>
<td>31.78 (6.53)</td>
<td>0.720 (0.25)</td>
<td>482k</td>
<td>0.61</td>
</tr>
<tr>
<td>Cascade net</td>
<td>31.97 (6.95)</td>
<td>0.719 (0.27)</td>
<td>425k</td>
<td>3.58</td>
</tr>
<tr>
<td>PD-net</td>
<td>32.15 (6.90)</td>
<td>0.729 (0.26)</td>
<td>318k</td>
<td>5.53</td>
</tr>
</tbody>
</table>

The quantitative results presented in Tab. 1 show that the PD-net is the best network of all considered networks both in terms of PSNR and SSIM scores, even if it has less parameters. However the results presented here are not as good as those claimed in the original papers [3, 4, 2] introducing the different networks especially in terms of difference with the zero-filled reconstruction. In particular, KIKI-net performs worse than the U-net. It is worth mentioning that in the original paper [3], KIKI-net was only tested against an approach based on a vanilla convolutional network [16], and not against more sophisticated deep learning approaches.

Another difference is between the number of parameters stated in the PD-net original paper (2, $4.10^5$) and ours (3, $2.10^5$). This comes from the fact that we are dealing with complex numbers and therefore handle 2-channel signals rather than 1-channel signals.

3.4.2. Qualitative results

Fig. 2 shows the reconstruction obtained in the fastMRI format (magnitude and cropped to $320 \times 320$ in the center) for a specific slice. We can see that the KIKI-net has a hard time reconstructing the finer structures and that the U-net creates some big unwanted artifacts. The residual of the PD-net is more evenly distributed on the image.
4. DISCUSSION

The data used in this benchmark might be the primary reason as to why the results presented here are not as good as those presented in the original papers. Indeed, it presents several drawbacks, some of which can be adjusted in future studies or benchmarks. First, the k-spaces are zero-padded, so the nets are trying to predict a value in those points (when working in the k-space), and will be penalized by the fact that they are “artificially” set to 0 (they are actually non-zero). Second, the data was seemingly acquired with an oversampled A/D. This results in a noise distribution with spatially varying variance, with an auto-correlation that could be mixed with the signal auto-correlation. A digital filtering step would be needed to obtain a white noise distribution. However, this reduces the matrix size, and the ground truth is not that of the original dataset anymore. Third, as knee has less signal than other organs, it might be more difficult to retrieve it and disentangle it from the noise. Fourth, the outer parts of the volumes in this dataset have almost no signal, therefore increasing the PSNR of the zero-filled reconstruction, even if it does not perform necessarily well in the signal-abundant regions of the volumes. Finally, as can be seen in the fastMRI challenge leaderboards 2, parallel imaging will allow for better results, and it is important to also benchmark the generalizations of these approaches on this dataset (or generalize them if the generalization does not exist yet) in future work.

The networks used in this benchmark also present some aspects which can improved. Firstly, the duration of the training is prohibitive as 300k steps of batch size 1, can last up to 2 days for the KIKI-net. This makes the iteration cycles very slow. Secondly, the justification behind using CNN in the k-space is not clear at all. Indeed, CNNs thrive when there is translation invariance, which is not the case in the k-space. The lower frequencies should definitely not be handled in the same way as the higher frequencies. Thirdly, Generative Adversarial Networks (GANs) might help improve those networks by learning a part of the loss function. In the work introducing RefineGAN [7] for example, a GAN is used to improve the reconstruction of a U-net, but there is no fundamental reason why GANs could not be added at the end of the other networks presented in this study. The work introducing DAGAN [17] does almost the same with the addition of an extra perceptual loss computed with a pre-trained VGG network [18]. Finally, the handling of complex values was not analyzed in this study. Indeed, the way the networks handle them is always by concatenating the real and imaginary parts, making the complex-valued image or the k-space a 2-channel real-valued image or k-space. Some other works, like the one introducing deep residual learning [19], use the phase and the magnitude of the complex numbers and take advantage of it in 2 separate ways.
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